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1.1 Motivation
Protein-Protein Interaction �PPI� networks for model organisms are 
getting ever-larger.

The size of PPI networks of species which are not model organisms is 
much smaller.

The organisms with the most incomplete graphs often have too little 
data to train good PPI prediction models.

1.2 Out-of-Distribution Predictions

It's desirable to therefore train on model organisms and testing on 
species with little data.

Many ML models do not make accurate out-of-distrubution �OOD� 
predictions �1�.

2. Methodology

2.2 Special Considerations for Validation & Testing Dataset 

C3 assures no proteins in the testing set.

C2 assure no more than one protein in 
training pairs are in the testing or validation 
set.

C1 training pairs may contain one or two 
proteins found in the testing or validation 
set.

2.3 Overview of the RAPPPID Architecture

Park & Marcotte identified an information leakage problem with PPI 
prediction validation techniques �1�.

RAPPPID is a regularised twin neural 
network that adopts a modified 
AWD�LSTM �2�.

RAPPPID considers pairs of amino 
acid �AA� sequences with an 
interaction label �3�.

AA sequences are first tokenised 
with the Sentencepiece algorithm
�4�.

Fixed-length latent vector 
representations are computed for 
each sequence using bi-directional 
AWD�LSTMs.

Latent vectors are concatenated and 
are inputted into a two-layer fully-
connected classification head.

Output of the classifier is the 
interaction probability.

3.1 RAPPPID generalises better than leading PPI prediction 
     methods.

Across C2 and C3 Homo sapiens datasets, RAPPPID achieves a higher 
AUROC than all other methods tested.

This holds true for all three random cross-validation splits tested.

3.2 RAPPPID intra-species performance.
RAPPPID models trained and tested on various species maintain a high 
degree of performance.
 
The average AUROC of three different random seeds and data splits 
are reported.

3.3 RAPPPID cross-species performance.
The performance of a C3 RAPPPID model trained on H. sapiens PPI 
data was measured on testing sets composed of PPIs of other species.

This was compared to RAPPPID trained & tested on the same species. 
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3. Results

3.4 RAPPPID transfer-learning performance.
To evaluate how RAPPPID out-of-distribution 
performance changes with fine-tuning, RAPPPID was 
trained on H. sapiens, and fined-tuned on 
Escherichia coli PPI data. Finally, the model was 
tested on E. coli PPIs.

The means of three different random seeds and data 
slits are reported below.

4.1 Online full-proteome prediction server.
We are currently working on developping an online 
server for PPI prediction using RAPPPID.

We will leverage RAPPPID's efficiency to enable the 
predition of an inputted amino acid sequence against 
entire known proteomes of a specified organism.

4.2 Tools for therapeutic peptide discovery.

RAPPPID's out-of-distribution performance on unseen 
proteins across species lends itself quite naturally to 
the context of therapeutic peptide discovery. 

We're developping tools to aid in the discovery of 
therapeutic peptides using RAPPPID's online 
interface.
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